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Abstract. This study investigates the degree to which textual complexity indices
applied on students’ online contributions, corroborated with a longitudinal anal‐
ysis performed on their weekly posts, predict academic performance. The source
of student writing consists of blog and microblog posts, created in the context of
a project-based learning scenario run on our eMUSE platform. Data is collected
from six student cohorts, from six consecutive installments of the Web Applica‐
tions Design course, comprising of 343 students. A significant model was
obtained by relying on the textual complexity and longitudinal analysis indices,
applied on the English contributions of 148 students that were actively involved
in the undertaken projects.

Keywords: Social media · Textual complexity assessment · Longitudinal
analysis · Academic performance

1 Introduction

Automated prediction of student performance in technology enhanced learning
settings is a popular, yet complex research issue [1, 2]. The popularity comes from the
value of the predictive information which can be used for advising the instructor
about students at-risk, who are in need of more assistance [3]. More generally, auto‐
mated methods offer instructors the ability to monitor learning progress and provide
personalized feedback and interventions to students in any performance state [4]. In
addition, individualized strategies for improving participation may also be suggested
[3]. Furthermore, a formative assessment tool could be envisaged based on the auto‐
matic prediction mechanism [3], which has the potential to decrease instructors’
assessment loads [4]. Finally, students’ awareness can be increased by providing them
prediction results and personalized feedback [4].
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Performance prediction has been extensively studied in web-based educational
systems and, in particular, in Learning Management Systems (LMS). This is due to the
availability of large amounts of student behavioral data, automatically logged by these
systems, such as: visits and session times, accessed resources, assessment results, online
activity and involvement in chats and forums, etc. [2]. Thus, student performance
prediction models based on Moodle log data have been proposed in multiple previous
studies [5–7]. Additionally, log data from intelligent tutoring systems (ITS) have also
been used for performance prediction [8]. In contrast, students’ engagement with social
media tools in emerging social learning environments has been less investigated as a
potential performance predictor [9].

The current paper aims at analyzing students’ contributions on social media tools
(i.e., posts on blogs and Twitter) as potential predictors of academic performance.
The context of the study is a collaborative project-based learning (PBL) scenario, in
which students’ communication and collaboration activities are supported by social
media tools. Instead of relying only on quantitative usage data, similar to most
previous studies, we explore the actual content of students’ contributions by applying
textual complexity analysis techniques. More specifically, we investigate how
students’ writing style in social media environments can be used to predict their
academic performance. Multiple textual complexity indices (ranging from lexical,
syntactical to semantic analyses [10, 11]) are used to create an in-depth perspective
of students’ writing style. We corroborate these findings with a longitudinal analysis
performed on learners’ weekly blog and microblog posts in order to obtain a more
comprehensive view of academic performance prediction. The scale of our study is
quite large, unfolding over the course of six years, as data is collected from six
consecutive installments of the Web Applications Design (WAD) course comprising
of 343 students. A preliminary study based on only one student cohort yielded
encouraging results [12]; this paper is an extension of the pilot study, enriched also
with longitudinal analysis of students’ contributions.

Details about the study settings are presented in the following section, together with
the data collection and preprocessing steps, as well as employed automated methods
(textual complexity and longitudinal analysis indices). The results of our in-depth anal‐
ysis are reported in Sect. 3, while conclusions are outlined in Sect. 4.

2 Methods

2.1 Data Collection and Preprocessing

Data was collected over 6 consecutive winter semesters (2010/2011 – 2015/2016), with 4th
year undergraduate students in Computer Science from the University of Craiova, Romania.
A total of 343 students, enrolled in the WAD course, participated in this study. A PBL
scenario was implemented, in which students collaborated in teams of around 4 peers in
order to build a complex web application of their choice. Several social media tools (wiki,
blog, microblogging tool) were integrated as support for students’ communication and
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collaboration activities; all student actions on these social media tools were monitored and
recorded by our eMUSE platform [13].

For the current study, the collected writing actions used to assess students’ writing
styles consisted of their tweets, together with blog posts and comments. The yearly
distribution of students and of their social media contributions is presented in Table 1.
We focused only on the content written in English. This content was cleaned of non-
ASCII characters and spell-corrected. Finally, only students who had at least five English
contributions after preprocessing and who used at least 50 content words were consid‐
ered in order to meet the minimum content threshold needed for our textual complexity
analysis. A content word is a dictionary word, not considered a stopword (common
words with little meaning - e.g., “and”, “the”, “an”), which has as corresponding part-
of-speech a noun, verb, adjective or adverb. Thus, a total of 148 students were included
in our analysis, having cumulatively 3013 textual contributions.

Table 1. Distribution of students and contributions per academic year.

Year 1
(2010-2011)

Year 2
(2011-2012)

Year 3
(2012-2013)

Year 4
(2013-2014)

Year 5
(2014-2015)

Year 6
(2015-2016)

Number of students 45 48 56 66 53 75
Number of blog posts

& comments
166 121 318 1074 451 479

Number of tweets 326 181 1213 1561 956 1233

2.2 Textual Complexity Evaluation

In order to evaluate text complexity, we used the ReaderBench framework [10, 11]
which integrates a multitude of indices ranging from classic readability formulas, surface
indices, morphology and syntax, as well as semantics. In addition, ReaderBench focuses
on text cohesion and discourse connectivity, and provides a more in-depth perspective
of discourse structure based on Cohesion Network Analysis (CNA) [14]. CNA is used
to model the semantic links between different text constituents in a multi-layered cohe‐
sion graph [15]. We refer readers to [10, 11] for further information about these features.

2.3 Longitudinal Analysis

We used one week as timeframe, due to the schedule of the academic semester in which
students had one WAD class per week. The total length of the considered time series is
16 weeks, including 14 weeks of classes and 2 weeks for the winter holidays. For each
student, the number of weekly blog and microblog posts was computed in order to obtain
his/her time series of social media contributions. The performed longitudinal analysis
relies on a wide range of evolution indices including average & standard deviation of
contributions, entropy, uniformity, local extreme points, and average & standard devi‐
ation of recurrence. We refer readers to [16] for further information about these features
that were initially used for keystroke analysis.
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3 Results

We split the students into two equitable groups: high performance students with
grades ≥ 8, while the rest were catalogued as low performance students. The indices from
ReaderBench and from the longitudinal analysis that lacked normal distributions were
discarded. Correlations were then calculated for the remaining indices to determine
whether there was a statistical (p < .05) and meaningful relation (at least a small effect
size, r > .1) between the selected indices and the dependent variable (the students’ final
score in the course). Indices that were highly collinear (r ≥ .900) were flagged, and the
index with the strongest correlation with course grade was retained, while the other indices
were removed. The remaining indices were included as predictor variables in a stepwise
multiple regression to explain the variance in the students’ final scores in the WAD
course, as well as predictors in a Discriminant Function Analysis [17] used to classify
students based on their performance.

Medium to weak effects were found for ReaderBench indices related to word entropy,
number of verbs, prepositions, adverbs, and pronouns, the number of unique words,
number of named entities per sentence, and average cohesion between sentences and
corresponding contributions measured with Latent Dirichlet Allocation [10] (see Table 2).

Table 2. Correlations between ReaderBench and longitudinal analysis indices, and course grade.

Index r p
Word entropy .416 <.001
Time series entropy .378 <.001
Average verbs per sentence .323 <.001
Average cohesion (LDA) between
sentences and corresponding contribution

−.274 <.010

Average unique words per sentence .270 <.001
Average prepositions per sentence .264 <.010
Time series local extremes .236 <.010
Average adverbs per sentence .236 <.010
Average pronouns per sentence .250 <.010
Average named entities per sentence .189 <.050

We conducted a stepwise regression analysis using the ten significant indices as the
independent variables. This yielded a significant model, F(3, 143) = 17.893, p < .001,
r = .521, R2 = .272. Three variables were significant and positive predictors of course
grades: word entropy, time series entropy and average verbs in sentence, denoting a
higher activity and participation for high performance students. These variables
explained 27 % of the variance in the students’ final scores for the course.

The stepwise Discriminant Function Analysis (DFA) retained the same three varia‐
bles as significant predictors of course performance (Time series entropy had the highest
standardized canonical discriminant function coefficient), and removed the remaining
variables as non-significant predictors. These three indices correctly allocated 108 of
the 148 students from the filtered dataset, χ2(df = 3, n = 148) = 43.543 p < .001, for an
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accuracy of 73.0 % (the chance level for this analysis is 50 %). For the leave-one-out
cross-validation (LOOCV), the discriminant analysis allocated 105 of the 148 students
for an accuracy of 70.9 % (see the confusion matrix reported in Table 3 for results). The
measure of agreement between the actual student performance and that assigned by the
model produced a weighted Cohen’s Kappa of .457, demonstrating moderate agreement.

Table 3. Confusion matrix for DFA classifying students based on performance

Predicted Performance Membership Total
Low High

Whole set Low 48 23 71
High 17 60 77

Cross-validated Low 48 23 71
High 20 57 77

4 Conclusions

This paper investigated how students’ writing style on social media tools, corroborated
with the time evolution of their posts, can be used to predict their academic performance.
Textual complexity and longitudinal analyses were performed on the blog and microblog
posts of 148 (out of the total 343) students engaged in a project-based learning activity
during 6 consecutive installments of the Web Applications Design course.

The analyses indicated that students who received higher grades in the course had
greater word entropy, used more verbs, prepositions, adverbs, and pronouns, produced
more unique words, and more named entities. Additionally, students who received
higher grades had lower inner cohesion per contribution, indicating more elaborated
paragraphs that represented a mixture of different ideas in the context of each contribu‐
tion. The time series variables denote a more uniform distribution, with weekly fluctu‐
ations in terms of participation, which is normal for students that were more actively
involved in using the social media tools. Three of these variables (word entropy, time
series entropy and average verbs in sentence) were predictive of performance in both a
regression analysis and a DFA.

The results are promising as several significant correlations and statistical models
were identified in order to predict academic performance (i.e., course grades) based on
textual complexity and longitudinal analysis indices. Additional experiments that will
consider the learning style of each student, as well as an equivalent textual complexity
model for Romanian language, are underway in order to augment the depth of our anal‐
yses. This will enable the consideration of a higher sample of students from the total of
343 course participants and will increase the power of the applied mechanisms.
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